Fluence Effects in C_{60} Cluster Bombardment of Silicon
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In this theoretical investigation, we combine the results of molecular dynamics (MD) simulations with a simple statistical sputtering model (SSM) in order to understand the factors limiting the optimum depth resolution achievable in sputter depth profiling experiments. The advantage of the SSM model is that it can be used to extrapolate the MD simulations toward the regime of high projectile fluence. First, a recently developed scheme [Russo, M. F., Jr.; Postawa, Z.; Garrison, B. J., J. Phys. Chem. C 2009, 113, 3270] is adapted to calculate 200 cumulative impacts of 20-keV C_{60} bombardment on a Si substrate, which corresponds to a projectile fluence of 3.5 × 10^{13} cm^{-2}. The following results are studied as a function of fluence: the development of surface topography, the amount and depth of origin of sputtered material, and the relocation of substrate particles, which produces interlayer mixing. Data from the MD simulations are used as input parameters in the SSM, which is able to reproduce results consistent with the MD simulations. A major finding from these studies is that the statistical nature of the sputtering process has a significant effect on the achievable depth resolution. The optimum delta layer response width for Si is estimated to be about 3 nm, while corresponding values of the order of 10 nm are predicted for molecular systems.

1. Introduction

The interaction of cluster ion beams with solid surfaces has recently become of great interest because these projectiles open the door to molecular sputter depth profiling applications. In this type of experiment, a solid surface is eroded by an ion beam, while the composition of the momentarily exposed surface is studied using a surface sensitive method for chemical analysis. Prominent examples of such a technique are mass spectrometric surface analysis methods such as secondary ion or neutral mass spectrometry (SIMS/SNMS), where the sputtered material released from the surface under ion bombardment is analyzed in terms of its chemical composition. An important feature of these methods is the fact that the flux of sputtered particles contains not only atoms but also molecules which may be more or less characteristic of the molecular surface structure. For many years, it was common knowledge that this molecular information was rapidly quenched under ion bombardment if projectile ion fluences beyond the so-called static limit were accumulated at the surface. In principle, the respective fluence limit must be defined to ensure that the probability for the same surface area being influenced by more than one projectile impact is negligible. In practice, only a small fraction of a monolayer must be removed from the surface, a condition which obviously prevents sputter depth profiling.

While the above situation is practically always true under bombardment with atomic ions, it has been discovered that the use of cluster projectile ions instead of atomic ions may allow the use of larger ion fluences far beyond the static limit without destroying the molecular integrity of the sample. The general philosophy behind this observation is that a cluster projectile deposits its impact energy into a shallower subsurface region, where it can be more efficiently utilized for sputtering. These projectiles simultaneously deliver many low-energy atoms to the surface, thereby minimizing impact induced mixing, while concurrently maintaining a large enough total projectile energy for the formation of a finely focused ion beam. For the specific case of a 20-keV C_{60} cluster, the energy per impinging C atom is comparable to the low energies necessary for high depth resolution. Due to the recent availability of commercial equipment delivering high-quality C_{60} ion beams, sputter depth profiling or even, in combination with laterally resolved imaging techniques, three-dimensional chemical analysis of molecular samples has become feasible.

For many years, mass spectral sputter depth profiling has been an essential analytical tool in the semiconductor industry. In this field, SIMS is being extensively used to determine, for instance, dopant profiles in semiconductors with high sensitivity and depth resolution. In particular, the steadily decreasing junction depth has led to ever increasing requirements regarding the depth resolution of such an analysis, with today’s ultrashallow dopant profiles requiring the ability to resolve structures with only a few monolayers thicknesses. A prominent strategy to judge a method’s ability to provide the depth resolution needed for such an analysis is to measure the response to a thin marker layer embedded into the semiconductor crystal. Ideally, the marker should be a single monolayer of dopant material (which will in the following be called a “delta layer”), since the response function measured for such a marker directly yields the depth resolution of the profiling method. Experiments performed on such structures with either atomic (Cs+) or molecular (O_{2}+) projectile ions have revealed apparent marker widths to decrease with decreasing impact energy reaching values of the order of 1 nm at energies of several 100 eV. In
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Attempts have been made to employ $C_{60}$ ion beams for high resolution sputter depth profiling of inorganic samples. A particularly successful example was found for metallic multilayer structures, where the profiles obtained with 20-keV $C_{60}^{+}$ ions exhibit a significantly improved depth resolution compared to atomic projectiles. Application of 15-keV $C_{60}^{+}$ to an As delta doped structure in Si revealed marker widths of the order of 6 nm, which are, however, by roughly a factor of 2 larger than those obtained with 500-eV Cs$^{+}$ ions. In view of the similar impact energy per atom in both cases, this difference was attributed to the development of surface topography under ion bombardment.

A unique set of problems was discovered in depth profiling experiments of Si with $C_{60}^{+}$. At low incident energies below a threshold value of $\sim 12$ keV, carbon deposition exceeds the sputter rate. At kinetic energies above this value, a sputtering yield is observed, but the sputtering rate steadily decreases as carbon builds up on the surface. At high incident energies, the deposited carbon produces unusual topographical features on the surface. Similar effects have also been observed during large-scale depth profiling of some organic materials.

In an attempt to interpret the puzzling experimental results, molecular dynamics (MD) simulations have been performed to model the impact of energetic $C_{60}$ clusters onto a single crystal Si surface. The simulations show that projectile-induced surface chemistry occurs in this particular case because of the formation of strong covalent bonds between the C and Si atoms, which result in nearly all of the C atoms remaining embedded in the surface after bombardment. The experimentally observed transition from net deposition to net erosion at energies around 12 keV was nicely reproduced by the MD results. In addition, similar studies have been performed on SiC, diamond, and graphite surfaces, all of which contain substrate atoms that can form bonds with C atoms from the projectile. A fundamental drawback of these calculations, however, is that they are static in the sense that each projectile is assumed to impinge onto a virgin, undisturbed crystal surface. Only effects occurring in the course of single impact events can be studied, and cumulative effects relevant to depth profiling experiments cannot be treated by traditional static MD simulations.

In the present work, we have therefore adopted a recently developed strategy to expand MD simulations to projectile fluences beyond the static limit. The objective of the simulations reported here is to obtain a conceptual picture on a microscopic scale of the principal processes occurring during multi-impact bombardment along with their implications with respect to sputter depth profiling. In this first report, we will show that it is possible to simulate the onset of surface topography formation, atom relocation, and interlayer mixing that occurs during accumulation of ion fluences that are large enough to remove several monolayer equivalents of the bombarded sample. C atoms are incorporated into the sample as a result of each impact. However, at this fluence, the C atoms compose only 1.4% of the total atoms in the substrate. Therefore, many more impacts are needed to build up a substantial enough C concentration to study the effects of Si–C chemistry.

In spite of the success of the multiple-impact MD simulations, it is clear that this approach will not be able to model ion fluences that are necessary to remove hundreds of monolayers or more. In order to be able to describe a realistic sputter depth profile, it is therefore necessary to develop strategies to extrapolate the MD results toward larger fluences by means of simple model calculations. Ideally, one would try to develop a phenomenological model with input parameters that are derived from the initial-stage MD calculations. A similar strategy has already been used earlier to predict sputter yields under cluster ion bombardment by means of both the MEDF model and the quadratic friction model. In the same spirit, we introduce a simple statistical sputtering model (SSM) to describe the essential features of bombardment-induced microtopography formation, sputter removal, and interlayer mixing, which are all necessary to understand a sputter depth profile. It is shown that the SSM is capable of quantitatively reproducing the MD results in a consistent manner, i.e., predict relevant trends calculated by MD using input parameters that are derived solely from other parts of the MD data itself. Using the model to extrapolate to larger fluence then enables us to predict the delta layer marker width as one of the key parameters of a sputter depth profile.

2. Molecular Dynamics Simulations

a. Description of the Simulations. The simulations use a “divide and conquer” scheme developed by Russo et al., which outlines a protocol treating multiple projectile impacts onto the same surface area. The classical method of MD simulations is used to describe the motion of atoms during each single bombardment event, and the application of this method to the keV bombardment of solids is explained comprehensively elsewhere in the literature. Briefly, the position and velocity of each atom as a function of time is determined by numerically integrating Hamilton’s equations of motion. The force on each atom is calculated from the gradient of the potential energy function used to describe the interactions between atoms.

An empirical many body potential developed by Tersoff is used to model the Si–Si, C–C, and Si–C interactions. The empirical parameters in the potential are fit to the energetics and structure of Si, diamond, and SiC. The Tersoff potential is not sufficiently repulsive at short distances, thus an exponential spline function is used to smoothly connect the Ziegler, Biersack, and Littmark (ZBL) potential with the two-body Tersoff Si–Si, C–C, and Si–C potentials.

The entire silicon surface is modeled by a Si(100) crystal with dimensions of 24 nm x 24 nm x 16 nm containing 511104 atoms arranged in 66 layers of 7744 atoms and is shown in Figure 1. The top layer of Si atoms are placed in the (2 x 1) reconstruction and the entire surface is then relaxed and equilibrated at 0 K using an algorithm based on the generalized Langevin equation (GLE). The positions of the Si dimers on the surface are shown in the top view, while the side view illustrates the color scheme used to represent the top ten monolayers of Si. Each monolayer defined this way has a...
thickness of $d_{\text{layer}} = 0.27$ nm, a value which is compatible with the statistical definition of $d_{\text{layer}} = n^{-1/3}$, with $n$ being the atom density of Si. The same color scheme will be used to identify the different layers throughout the paper.

A set of 200 impact points is chosen randomly over the entire surface of the Si crystal, which corresponds to a total fluence of $35.2 \times 10^{12}$ cm$^{-2}$. The trajectory for each impact is run using a smaller subsample extracted from the main crystal. Each local subsample is cylindrically shaped in order to reduce the number of atoms included in the calculation of the trajectory for each impact and is chosen to be sufficiently large to contain a single bombardment event. The subsample is centered at the impact point and periodic boundary conditions around the main sample are used when necessary. In order to achieve a larger fluence with a smaller number of impacts, the size of the entire sample is smaller than that used by Russo et al.$^{43}$ As a consequence, each one of the impacts has overlapping regions, and therefore, the trajectory for each impact was run successively.

In these simulations, the subsample used for each impact has a radius of 8.3 nm and a depth of 10 nm from the height of the original surface. The subsample is encased on the sides and bottom by a heat bath composed of a 2.0 nm region of stochastic atoms kept at 0 K by a frictional force, which is used to prevent energy induced by pressure waves being reflected from the boundary walls back into the sample.$^{2,51}$ The stochastic layer is enclosed by a 0.5 nm region of rigid atoms in order to maintain the original shape of the local sample so that it can be reinserted into the large sample without overlapping with the other atoms in the sample.$^{43}$ For each impact, the randomly oriented $C_{60}$ projectile was placed at a sufficient distance above the surface that the interaction potential is negligible. The trajectory for each impact was run for 20 ps, which is sufficiently long for the completion of the bombardment event and re-equilibration of the sample back to a temperature of 0 K.

b. Results and Discussion. 1. Surface Topography. As a starting point, the surface condition during the initial stages of bombardment is investigated at a fluence that corresponds to the experimental static limit. This is done by viewing a height distribution of the entire sample. In the remainder of this paper, the term “height” will be used to describe the coordinate $z$ of atoms perpendicular to the original surface, with the zero point being defined at the position of the original surface. In Figure 2a, the atom positions colored by height are shown after ten impacts, which corresponds to a fluence of $1.8 \times 10^{12}$ cm$^{-2}$.

Craters surrounded by rims are formed near each impact point, and there is little overlap between the disturbed regions, which meets the criterion for the static limit. The condition of the surface at fluences below this point is used to extract static parameters for the statistical sputtering model, which is described later.

In Figure 2b, the height distribution of the Si atoms and the positions of the incorporated C atoms are shown after an accumulation of 200 impacts. The surface has been significantly altered from its original state and the height distribution of the Si atoms shows a large variance. There are now both mountains and valleys in the surface, and a complex surface topography has developed. Even though an equivalent of five monolayers of Si has been removed and the average height of the surface atoms has decreased, there is a significant buildup of material above the original surface up to a height greater than 3.5 nm. In addition, there is an erosion of material, with the formation of craters as deep as 8.0 nm below the original surface.

The same surface is shown Figure 2c, but the Si atoms are now colored by their initial positions in layers of the undisturbed crystal using the color scheme shown in Figure 1b. The majority of Si atoms have been dislocated from their original layers and the bombardment process results in both the removal and relocation of Si atoms. The gray regions show that atoms originally located below the tenth layer are now exposed at the surface. We can deepen our qualitative understanding of the changes in surface topography as a function of fluence by a three-dimensional visualization of the momentary surface at different fluences, which are shown in Figure 3. In each figure, the black plane slicing through the sample represents the original surface, and the surface coordinates (i.e., the height value of the uppermost atoms as a function of the lateral position) have been determined as described below. The visual pictures in Figure 3 show that the surface becomes uneven and bumpy upon
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Figure 2. Top view of entire sample with atoms colored by height or original layer for different fluences: (a) Height distribution of the visible Si atoms after ten impacts. The color scheme is based on the vertical positions of the atoms from a depth of 7.0 nm below to 3.0 nm above the location of the original surface. (b) Same image as in a after 200 impacts. (c) Same image as in b with the Si atoms colored by original layer using same scheme shown in Figure 1b. The black points correspond to the positions of the deposited C atoms. (A MPG animation of Figure 2b depicting a top view of the atom positions colored by height after each of the 200 successive impacts is available as a Web-enhanced object).

![Figure 3](image)

Figure 3. Isosurface representations of the momentary surface after accumulation of (a) 50, (b) 100, (c) 150, and (d) 200 projectile impacts (corresponding to projectile ion fluences of 8.8, 17.6, 26.4, and 35.2 \times 10^{12} \text{ cm}^{-2}, respectively). (Animations of the panels in Figure 3 are available as Web-enhanced objects: Video 1: top view of evolution of surface topography after each of the 200 successive impacts; video 2: cross sectional orthoslice moving across the surface in the $x$ direction to visualize the surface topography after 50 impacts; video 3: same as in video 2 after 100 impacts; video 4: same as in video 3 after 150 impacts; and video 5: same as in 4 after 200 impacts).
Table 1: Statistical Values Related to the Height Distribution of Atoms on the Surface As a Function of the Number of Impacts

<table>
<thead>
<tr>
<th>number of impacts</th>
<th>projectile ion fluence (cm$^{-2}$)</th>
<th>average height of uppermost Si atoms (nm)</th>
<th>root mean square of average height of uppermost Si atoms (nm)</th>
<th>monolayer equivalents removed</th>
<th>fraction of atoms from original top layer left in surface</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>-0.0905</td>
<td>0.04</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>$1.76 \times 10^{12}$</td>
<td>-0.0349</td>
<td>0.90</td>
<td>0.34</td>
<td>0.89</td>
</tr>
<tr>
<td>50</td>
<td>$8.81 \times 10^{12}$</td>
<td>-0.0107</td>
<td>1.67</td>
<td>1.24</td>
<td>0.71</td>
</tr>
<tr>
<td>100</td>
<td>$17.6 \times 10^{12}$</td>
<td>-0.281</td>
<td>1.92</td>
<td>2.49</td>
<td>0.56</td>
</tr>
<tr>
<td>150</td>
<td>$26.4 \times 10^{12}$</td>
<td>-0.551</td>
<td>1.97</td>
<td>3.61</td>
<td>0.46</td>
</tr>
<tr>
<td>200</td>
<td>$35.2 \times 10^{12}$</td>
<td>-0.912</td>
<td>1.97</td>
<td>4.92</td>
<td>0.36</td>
</tr>
</tbody>
</table>

Figure 4. Statistical height distributions of the Si surface atoms determined after (a) 50, (b) 100, (c) 150, and (d) 200 projectile impacts (corresponding to projectile ion fluences of 8.8, 17.6, 26.4, and 35.2 × $10^{12}$ cm$^{-2}$, respectively).

bombardment. After only 50 impacts, protrusions above the original surface and cavities deep into the surface have developed. Details of the shape of these features can be seen from vertical slices through the isosurface as a function of lateral $x$ or $y$ positions, which are included as animations in Figure 3. As the fluence increases, the bumpiness of the surface and the number of cavities and protrusions increases. In addition, the heights of the protrusions and the depth of the cavities increase with fluence. The average heights of the Si atoms on the uppermost surface are listed in Table 1 at different fluences. During the initial stages of bombardment, the surface swells and the average height of the top Si atoms increases even though atoms are removed from the surface. The average height of the top Si surface atoms continues to increase and does not start to consistently decrease from the original height of the surface until an accumulation of 58 impacts or a projectile ion fluence of about $2 \times 10^{12}$ cm$^{-2}$. After the final impact in the trajectory calculations (corresponding to a projectile ion fluence of $35 \times 10^{12}$ cm$^{-2}$), the average height of the top Si atoms has decreased by 0.82 nm.

A quantification of the surface topography can be obtained by an analysis of the statistical height distribution as a function of fluence. The first step in this analysis is to divide the entire surface into square lateral cells and determine the height of the uppermost atom within each cell. This value defines the height coordinate of the momentary surface at the position of each cell. Next, the number of times the value of each surface height occurs is counted and the resulting frequency is plotted as a function of the surface height. The frequency distributions determined this way are shown in Figure 4 at different projectile fluences corresponding to the pictures in Figure 3. In order to allow a better comparison, the curves were normalized to maximum frequency.

(Apparently, there is a significant change in the nature of the surface topography with fluence. After 50 impacts (Figure 4a), there is a bimodal distribution with maximum frequencies located both below and above the original surface. This finding can be understood as follows. As seen in Figure 1a, each impact onto the original undisturbed surface generates a crater surrounded by a rim of adatoms. The height distribution contributed by each crater peaks at the depth of the crater bottom, where the derivative of height with respect to the coordinates parallel to the surface naturally goes through zero. In the same way, each rim contributes a height distribution which peaks at the top of the rim. As seen in Figure 1a, all craters and rims have a similar shape, with a typical crater depth of 2–4 nm and rim height of 1–2 nm. In a situation like that shown in Figure 1a, where only part of the surface is covered by independent impact events, one would therefore expect a trimodal height distribution with maxima at +1, 2, 2, and 0 nm (the latter corresponding to the yet undisturbed part of the original surface). If enough impacts have been accumulated such that the surface area is completely covered, the central maximum at height zero is expected to disappear, leaving a bimodal height distribution as shown in Figure 4a. Since not much material has been removed at that point, the integral under the positive and negative modes are roughly the same, indicating that material from craters reaching up to 4 nm below the surface has been relocated to crater rims at heights up to 2 nm above the surface. As the fluence increases, all following projectiles impinge onto a surface that has already been modified by one or more previous impacts. As a consequence, the bimodal height distribution becomes gradually washed out, because subsequent impacts will statistically hit somewhere between a rim top and a crater bottom, ultimately generating a purely statistical, unimodal distribution centered around the momentary average surface height. At the same time, the maximum frequency shifts to a lower height value because material is being removed from the surface. The distributions are still asymmetric, reflecting the fact that upward relocation of atoms is less efficient than downward relocation (as observed already in single impact craters). After 200 impacts, shown in Figure 3d, the height distribution develops a more Gaussian-like character.

In Table 1, the root-mean-square (rms) of the statistical height distribution, which is often defined as a measure of the surface roughness, is given at different fluences. It is seen that the rms roughness increases dramatically from 0.04 to 1.67 nm after 50 impacts, i.e. during accumulation of a fluence corresponding to about five times the static limit. Once 100 impacts (corresponding to a fluence of about $2 \times 10^{13}$ cm$^{-2}$) have accumulated, the rms roughness has increased to 1.92 nm and this value then increases only slightly to 1.97 nm after 200 impacts.

**ii. Sputter Removal.** The number of monolayer equivalents (ML) of removed material is plotted as a function of fluence in Figure 4. It is found that the removal rate is approximately constant during the initial stages of depth profiling calculated...
in this paper for normal incidence bombardment of C60 on a Si surface. This finding is notable since it indicates that, at least for the system investigated here, the sputter yield does not significantly depend on the surface topography. From the linear fit indicated by the solid line in Figure 5, the removal rate is calculated to be 0.14 ML/10^12 cm^-2. After 200 impacts, about 5 ML of material have been removed. Assuming the original atom density of the initial crystal, this would correspond to a layer of 5 × d_{layer} = 1.36 nm thickness, and one would therefore intuitively expect the average surface to have receded by that amount. Interestingly, the actual decrease in average height is only 0.82 nm, indicating an initial swelling of the crystal. Such an effect could in principle be related to the incorporation of carbon atoms from the projectile. Assuming the same volume per C and Si atom, the total number of implanted C atoms would make up for about 0.3 nm of the observed difference. Since the number density of SiC is about twice as large as that of Si, however, this value is likely to overestimate the actual effect. Apparently, the number density of Si atoms in the surface region must have decreased as a consequence of the relocation of material from below to above the original surface. From Figures 3 and 4, it is clear that the atoms are being redistributed over a larger height interval, a finding which is consistent with a reduced average number density. Qualitatively, such a swelling has been observed experimentally during bombardment of aluminum surfaces with rare gas ions, where it was attributed to the accumulation of vacancy clusters below the surface.

In order to investigate the sputter removal process in more detail, it is of interest to determine the depth from which the sputtered material originates. A close inspection reveals that the ~5 ML of material removed during the first 200 impacts does not simply originate from the first five monolayers of the sample. Rather, Si atoms from many different original layers have been sputtered from the surface. Furthermore, the remaining Si atoms have been relocated vertically and are no longer in the height positions of their original layers. From the point of view of depth resolution, it is important to determine the contribution of atoms from each original layer to the sputtered yield. In Table 1, the fraction of atoms left in the sample that originate from the topmost layer is shown at different values of the fluence. Since these atoms are not removed, it is valuable to determine their new height coordinates and plot these distributions as a function of fluence. In order to do so, we bin the height values into slots of one monolayer thickness and assign a new layer index to each relocated atom. Initially, all of the atoms are located in layers below the original surface. However, as the accumulation of impacts increases, atoms may move into layers above the surface. Therefore, layers above the surface are defined with the same height limits and negative index values, whereas the indices of new layers corresponding to the original layers below the surface are positive. For different fluences, the fraction of remaining Si atoms originally located in the i-th layer but currently present in a new layer (k) is determined, and the resulting distribution is normalized by dividing the fractions in each set by the maximum value. As an example, the distributions of vertical positions of atoms originally located in the first layer are shown as plots of the normalized fraction of atoms vs the new layer index (k) in Figure 6. As the fluence increases, the distributions shift to a greater fraction at higher layers and the curves broaden. From these curves, it can be seen that the vertical positions of the Si atoms are relocated and there is a significant change in depth. The curves extend up to ten layers above the original surface and exhibit a tail into the layers beneath the original surface. The half-width of the distribution shown by the heavy dark line increases with fluence and is equal to ~15 layers after 200 impacts. Similar distributions were calculated for atoms originating from each of the top ten layers and are used in corrections for vertical mixing in the statistical sputtering model discussed in the next section.

It also constructive to determine how the fraction of Si atoms remaining from the i-th original layer decreases as a function of fluence. In order to normalize the resulting curves with respect to variable parameters like the sputter yield, layer thickness or sample density, the number of monolayer equivalents removed as a function of fluence is calculated, and these values are used instead of the fluence for the x axis. In Figure 7a, the fraction of Si atoms remaining from each of the ten topmost original layers is plotted as a function of the number of monolayer equivalents removed. These distributions are important with respect to sputter depth profiling, because they reveal how the surface is being eroded by the C60 projectile bombardment. Ideally, one would want a “layer-by-layer” removal, where the uppermost surface layer is completely removed before the second layer starts to be depleted etc. It is evident that such a removal mechanism would result in optimum depth resolution.
Figure 7. Fraction of atoms originally located in the i-th layer that are still present somewhere in the sample vs number of monolayer equivalents removed by sputtering. (a) Results from MD simulations and (b) corresponding plots predicted by the statistical sputtering model. The color coding of the layers is defined in the text and is illustrated in Figure 1b. The same color coding will be used in Figures 8–11.

### TABLE 2: Parameters $c_j$ and $D_j$ Entering the Statistical Sputtering Model As a Function of Layer Depth ($j$) beneath the Momentary Surface

<table>
<thead>
<tr>
<th>layer</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_j$</td>
<td>0.34</td>
<td>0.23</td>
<td>0.15</td>
<td>0.10</td>
<td>0.07</td>
<td>0.04</td>
<td>0.03</td>
<td>0.02</td>
<td>0.01</td>
<td>0</td>
</tr>
<tr>
<td>$D_j$</td>
<td>3.5</td>
<td>4.7</td>
<td>5.7</td>
<td>5.2</td>
<td>3.1</td>
<td>1.9</td>
<td>1.3</td>
<td>1.5</td>
<td>1.5</td>
<td>1.2</td>
</tr>
</tbody>
</table>

*The values have been derived from the MD data as described in the text. $c_j$: fraction of sputtered atoms originating from the $j$th layer; $D_j$: diffusivity constant at layer ($j$).*

The data presented in Figure 7a, however, clearly demonstrate that this is not the case. Even after removal of 5 ML from the surface, about 36% of the original surface layer is still present, with the atoms being spread over almost 30 monolayers. On the other hand, layers below the surface immediately start to become depleted upon the beginning of bombardment, even though they are still covered and buried prior to the projectile impact. This observation reflects the depth-of-origin distribution of the sputtered material. Apparently, a C$_{60}$ cluster impact onto the virgin surface removes atoms not only from the uppermost but also simultaneously from deeper layers. Under the conditions applied here, only about 34% of the sputtered atoms originate from the uppermost surface layer, and about 10% originate from depths beneath the fifth layer (see Table 2). Note that this finding is markedly different from what is generally observed under atomic ion bombardment, where more than 90% of the sputtered material originates from the uppermost surface layer.

As fluence accumulates and more and more material is sputtered, deeper layers become exposed to the ion bombardment. At the same time, atoms from deeper layers become relocated and may move toward the surface, where they are more efficiently removed. This leads to the characteristic shape of the curves in Figure 7, where deeper layers initially start with a horizontal tangent and then become sequentially depleted. This qualitative behavior is easy to explain and will be discussed in more detail below. In fact, the curves displayed in Figure 7a represent important output of the MD simulations which will be compared to the predictions of the statistical sputtering model below.

### 3. Statistical Sputtering Model

In this section, we utilize a simple model describing the statistical nature of the sputtering process under cluster bombardment. The model is based on the division of the sample into monolayers ($i$) of thickness $d_{layer} = n^{-1/3}$ containing $N_{layer} = n^{2/3}$ atoms per unit area with $n$ being the volume density of atoms. It should be noted that the model formulation remains the same for arbitrary values of $d_{layer}$ provided the value of $N_{layer}$ is changed accordingly. Originally, the index ($i$) runs from 1 to $\infty$ with $i = 1$ denoting the uppermost layer of the virgin surface. The goal is to follow the fate of atoms originating from different layers with respect to both their vertical motion in the sample and their removal by sputtering as a function of the projectile ion fluence. For that purpose, we introduce a filling factor $\theta_i$ defined as the fraction of atoms that are still present in the $i$th layer. In principle, this quantity can assume values between 0 and 1, where $\theta = 1$ denotes a completely filled layer with $N_{layer}$ atoms per unit area. Upon start of the projectile ion bombardment, the different layers are becoming sequentially depleted and the momentary surface starts to recede due to sputter erosion. In the frame of the model, this process is described by a temporal change of the $\theta_i$ values from their initial values of $\theta_i = 1$ at the beginning to $\theta_i = 0$ at infinite fluence.

**a. Model Description.** Let us start with the assumption that atoms cannot move between different layers. In this case, $\theta_i$ can only be changed by sputter removal of atoms from that layer. The total number of atoms removed per impact is given by the sputter yield $Y$. Since sputtered atoms can, in principle, originate from different depths beneath the surface, we introduce constants $c_j$ describing the fraction of sputtered atoms among the sputter yield which originate from the $j$th layer below the momentary surface, where $j = 1$ denotes the uppermost surface layer and particle conservation requires the set of $c_j$ to be normalized as $\sum c_j = 1$.

Looking at a specific lateral site at the bombarded surface, the probability of that site being not occupied by an atom in the $i$th layer is $(1 - \theta_i)$. Therefore, the probability of layer ($i$) being the uppermost layer of the momentary surface at that site is given by $\prod_{k=1}^{i-1}(1 - \theta_k)$. In general, the probability of ($i$) being the $j$th layer beneath the momentary surface is then given by

$$p_i^{(j)} = \sum \prod_{k=1}^{i-j}(1 - \theta_k) \prod_{k=i-j+1}^{i-1} \theta_k$$

(1)

where the sum has to be taken over all possible combinations of $(j - 1)$ among the $(i - 1)$ layers above $(i)$. Note that this probability is automatically normalized, i.e., $\sum p_i^{(j)} = 1$. Under these conditions, the number of atoms removed from the $i$th layer per projectile impact is given by $c_i \theta_i Y$, leading to a temporal variation of $\theta_i$.
The horizontal bar illustrates the half width (fwhm) of the distribution calculated for all possible ion fluence (eq 1). Note that the rescaling from sputter time (\(t\)) or projectile flux by means of the probability distribution \(p^{(j)}\) is then yields eq 4. Although we cannot a priori exclude possible changes of \(c_j\) with increasing number of removed monolayer equivalents \(x\), we use constant values here as a first order approximation and compare the resulting SSM predictions to the MD simulation data. As will be shown below, we find rather convincing agreement which supports that assumption.

As explained above, it is of interest to look at the fraction of atoms originating from a particular layer that are still present somewhere in the sample after removal of \(x\) monolayer equivalents. Without any vertical motion of atoms, the \(\theta_i\) data directly represent these fractions as well, because atoms cannot be moved from a layer except by sputtering. However, the MD data plotted in Figure 6 clearly demonstrates that bombardment induced motion of atoms between different layers of the sample must play a significant role. In the frame of the simple statistical treatment aimed at here, we include such motion by means of a diffusive approach. For that purpose, we introduce a bombardment induced hopping rate \(h\) for interchange of atoms between next-neighbored layers, leading to an additional term in eq 3 according to

\[
\frac{d\theta_i}{dt} = h(\theta_{i+1} + \theta_{i-1} - 2\theta_i) 
\]

In general, the hopping rate \(h\) will be depth dependent, leading to a different value \(h_j\) for each layer located at depth \(j\) beneath the momentary surface. Using the same scaling as above, we introduce a set of dimensionless diffusivity parameters \(D_j = h_j Y_j / N_{layer}\), leading to a modified version of eq 4

\[
\frac{d\theta_i}{dx} = D_i(\theta_{i+1} - \theta_i) + D_i(\theta_{i-1} - \theta_i) - \sum_{j \neq i} p_j^{(i)} c_j \theta_i
\]

where

\[
D_i = \frac{1}{2}(D_{i+1} + D_i) \quad \text{and} \quad D_i = \frac{1}{2}(D_i + D_{i-1})
\]

Note that the \(D\) values defined this way will in general depend on the erosion rate. While it is clear that bombardment induced particle mobility must scale with the projectile flux density \(j_0\), this is not obvious for the sputter yield \(Y_i\). In other words, if...
hopping rate and sputter yield vary differently upon changing the bombarding conditions, the value of $D$ will change accordingly. On the other hand, one might expect the diffusivity to scale with the deposited energy density in very much the same way as has been found for the sputter yield under cluster projectile bombardment,\textsuperscript{44} hence rendering the definition according to eq 7 sensible.

It should also be noted that the diffusivity constants $D_i$ entering eq 7 will change upon removal of layers located above (i). Using the same probability approach as for the sputter removal, we cast this variation into

$$D_i = \sum_{j=1}^{i} p_j/D_j$$  \hspace{1cm} (8)

where $D_i$ denotes the diffusivity value for a layer located at depth ($j$) beneath the momentary surface, which are introduced as a second set of input parameters besides $c_i$. Moreover, with regard to the data and discussion presented above (see Figure 6), it is necessary to allow for the possibility of atoms moving above the initial surface. In order to describe the vertical location of these “adatoms”, we add a number of originally empty virtual layers above the initial surface with diffusion into and between these layers being treated in the same way as within the crystal. For the uppermost of these virtual layers as well as for the bottom layer of the system, we employ a Neumann boundary condition to prevent outward diffusion of atoms.

**b. Results and Discussion. i. Dynamics without Mixing.**

For a system of 14 layers, the variation of $\theta_i$ calculated from eq 4 is shown in Figure 8. It is seen that the uppermost layer is exponentially depleted, as would be expected from eq 4 since $p_i^{(1)} = 1$. Under conditions where only the uppermost layer can contribute to the sputtered flux, $\theta_i$ would fall to 1/e at $x = 1$. With the $c_i$ distribution displayed in Table 2, its decay constant is reduced according to the value of $c_1$. In addition, deeper layers are initially also depleted with slopes reflecting their removal probabilities $c_i$ and then become gradually exposed to stronger depletion as the amount of material removed above them increases. It is seen that about 50% of the 14th layer has been removed at $x = 14$, demonstrating the relatively good accuracy of the $x$-axis scaling. [This finding is important since eq 4 does not automatically ensure the normalization condition $\sum x_i = 1$, which must be required for consistency of the $x$ axis.]

An important result of the statistical sputtering model, which is clearly visible in Figure 8, is the fact that a steady state is reached after removal of about ten ML of material. In this state, the layer removal process becomes stationary in the sense that the $\theta_i$ distribution is essentially reproduced by advancing both the layer index (i) and the number of removed monolayer equivalents (x) by one. This observation becomes even more evident if the derivative $d\theta_i/dx$ is plotted as shown in Figure 8b. These curves depict the amount of material that is being removed from the $i$th layer at a certain value of the accumulated projectile ion fluence, amount of removed material or eroded depth. At the same time, the data represent the contribution of atoms originating from that layer to the total sputtered flux. It is nicely seen that the fluence dependence of this quantity assumes a Gaussian-like distribution with half width $\Delta x_{\text{fwhm}} \sim 9.3$ ML, which is advanced by $\Delta x \sim 1$ from layer to layer.

It should be noted at this point that the model presented here is based on the central assumption that the occupation probabilities $\theta_i$ entering $p_j^{(i)}$ are statistically independent. For completeness, it should be mentioned that different approaches describing the statistics of sputtering have been proposed in the literature where dependencies between the $\theta_i$ are assumed.\textsuperscript{55,56}

In the particular case where only removal of atoms from the uppermost layer is considered (i.e., $c_1 = 1$, $c_{i>1} = 0$), a model based on such an approach has been introduced as the so-called “sequential layer model” of sputtering, which predicts $\Delta x_{\text{fwhm}}$ to steadily increase with $\sqrt{x}$.\textsuperscript{55} However, such an increase was not observed experimentally, ruling out the sequential layer model in this form.\textsuperscript{55} In addition, it is not clear how such a model could be extended to arbitrary depth-of-origin distribution of the sputtered material, which is, however, necessary to describe the sputter removal under cluster ion bombardment.

**ii. Inclusion of Mixing.** As mentioned above, it is evident from the MD data that vertical motion of atoms between different layers must be included in the analysis. In order to get a feeling for the influence of the effect, results calculated for a system of 15 layers and constant values of $D = 0.1$ and $D = 1.0$ are presented in Figure 9. The variation of the filling factor $\theta_i$ is shown for the first ten surface layers of the sample ($i = 1$–10, same color code as before) plus one virtual layer located above the surface ($i = -1$, colored in gray). In comparison with Figure 8 (where $D = 0$), one finds the surface layers to be more rapidly depleted once diffusivity is switched on. This finding is easy to rationalize since atoms can move outward into the virtual layer, where they are being preferentially removed. The corresponding initial rise of $\theta_{-1}$ is clearly visible. It is seen that the model prediction qualitatively resembles the MD results plotted in Figure 8. A close inspection, however, reveals that the atoms appear to be removed much more rapidly than calculated by the MD simulation.

As a next step, it is necessary to determine the depth dependence of the diffusivity constants $D_i$. It is intuitively clear that the assumption of a constant $D$ (independent of depth)
cannot be sensible, since this quantity must be related to the energy deposition profile induced by the projectile impact and must therefore decay toward large values of \( f \). On the other hand, it is relatively straightforward to determine depth dependent diffusion coefficients from the MD simulation data. Following the initial broadening of layer resolved height distributions such as that plotted for \( i = 1 \) in Figure 6, we find the half width to scale nicely with the square root of the projectile ion fluence as expected from a one-dimensional diffusive broadening of an original delta distribution. In terms of the scaling used above, atoms originally located in layer \((i_0)\) will, after removal of \( x \) monolayer equivalents, be distributed between different layers \((i)\) according to a Gaussian distribution

\[
 f(i) = \frac{1}{\sqrt{4\pi Dx}} \exp\left(\frac{(i - i_0)^2}{4Dx}\right) \tag{9}
\]

Using the height distributions determined for different layers \((i_0)\), the depth dependent diffusion constant can be extracted from the initial broadening by means of the half width \((\text{fwhm})\) determined after 50 impacts (corresponding to \( x = 1.25 \text{ ML} \)) via

\[
 D(j = i_0) = \frac{(\text{fwhm})^2}{16\pi \ln 2} \tag{10}
\]

The resulting values are displayed in Table 2. It is seen that the diffusivity goes through a maximum at a depth of about three layers below the surface and decays toward larger depths. Both trends are qualitatively expected from the deposited energy distribution.\(^{41}\)

Figure 10 shows the fluence dependence of the filling factor \( \theta_i \) as calculated using the depth dependent diffusivity values \( D(j) \) taken from Table 2. Although a similar qualitative behavior is observed as in Figure 9b, there are quantitative differences resulting from the fact that (i) the surface-near diffusivity is relatively large and (ii) the diffusivity decreases with increasing distance from the momentary surface. Initially, the first layer is depleted very fast due to relocation of material above the initial surface. With increasing fluence, the depletion of deeper layers is turned on earlier due to the removal of material originally located above, thereby increasing the diffusivity in these layers. It is apparent that the curves for subsequent layers still become approximately parallel and shifted by about one monolayer equivalent, indicating the establishment of a steady state after removal of about 10 monolayers.

In order to investigate the atomic motion in more detail and arrive at predictions that can be compared to the MD results, it is necessary to extend the model description by defining quantities \( \theta_i^o \) denoting the monolayer fraction of atoms originating from layer \((i_0)\) which have been relocated to layer \((i)\) in the course of the ion bombardment. Based on the description of eq 6, the set of differential equations describing the variation of these quantities is given by

\[
 \frac{d\theta_i^o}{dx} = \sum_{j<i} p_i^j \{ D_j(\theta_{j+1}^o - \theta_j^o) + D_j(\theta_{j-1}^o - \theta_j^o) - c_j \theta_j^o \} \tag{11}
\]

which via the normalization \( \sum_i \theta_i^o = \theta_i \) yields eq 7 again. Looking at the \( i \)-distributions for a particular value of \( i_0 \) yields layer resolved height distributions which are found to describe the MD results quite well. Note that particularly for deeper layers, this finding is not trivial since these layers become gradually more exposed to the ion bombardment with increasing projectile fluence, thereby changing their effective diffusivity according to eq 8.

Summing \( \theta_i^o \) over all layers \((i)\) yields the fraction of atoms that were initially located in layer \((i_0)\) and are still present in the sample. Using the diffusion coefficients of Table 2, the resulting fluence dependence of this fraction is plotted for \( i_0 = 1–10 \) in Figure 7b. These data can be directly compared with those extracted from the MD simulations shown in Figure 7a. It is seen that the overall variation predicted by the MD simulation is nicely reproduced by the model calculation. Note that in the form applied here the model contains no free parameters that need to be fitted to the MD curves. In contrast, all input parameters have been derived from other portions of the MD data itself, indicating that the statistical sputtering model is capable of reproducing essential features of the full MD simulations in a consistent manner. In view of its simplicity regarding the treatment of the depth-of-origin of the sputtered material and the bombardment induced mixing, we find this a remarkable observation.

**iii. Discussion.** The data that can be extracted from the statistical model calculations have significant implications for SIMS or SNMS sputter depth profiling experiments. As explained above, the depth resolution of such a technique is often evaluated using delta layer experiments, where thin analyte layers are embedded into a bulk matrix. Following the analyte signal as a function of projectile ion fluence or eroded depth then directly reveals the depth response function of the method, which is needed to deconvolute the measured signal transients in terms of actual depth distributions.

In principle, the layer removal distributions depicted in Figures 8b and 11 directly represent the predicted depth response function for a delta layer located at different depths \((\delta)\). It should be noted that, although the distributions of Figure 11 could in principle also be extracted at least in part from the MD data shown in Figure 7a, it is obvious that the derivative of these curves is by far too noisy to obtain a meaningful result. As a first and important observation, we find that the width of these distributions, i.e., the depth resolution of the experiment, is largely determined by the statistical nature of the sputtering process. In fact, the value of \( \Delta x_{\text{fwhm}} \) extracted for, say, the ninth layer, is found to be significantly larger than that given by the depth-of-origin distribution of sputtered material, which can be evaluated from the set of \( c_j \) calculated by MD and amounts to \( 3–4 \) layers or \( 0.8–1.1 \text{ nm} \) for the system studied here. Note that this value describes the information depth in static SIMS measurements.
or SNMS surface analysis. From $\Delta x_{\text{fwhm}} \approx 9$ ML determined from Figure 8b, it is evident that the sputter removal statistics contribute at least 5–6 layers or 1.3–1.6 nm to the observed depth resolution even under conditions where the vertical motion of particles within the sample is completely ignored. If bombardment induced mixing is included in the model, the response width is further broadened to $\Delta x_{\text{fwhm}} > 12$ ML, indicating that ion enhanced mobility contributes at least another 3 layers or 0.8 nm to the observed depth resolution. For the silicon sample studied here with a layer thickness of 0.27 nm, the resulting minimum depth response width is about 3.2 nm. Note that this value, which is solely determined by the statistical nature of sputter removal, decreases to about 1 nm under conditions where only removal from the uppermost layer needs to be considered and vertical motion is negligible. Such conditions can, for instance, be realized experimentally under bombardment with low-energy ions. For a molecular system with a typical density of 2.7 molecules/nm$^2$ and a corresponding monolayer thickness of about 0.7 nm, this results in minimum response widths on the order of 8–9 nm, which have indeed been observed in molecular depth profile experiments using C$_{60}$ projectile ions.10,19,25,26,58

### 4. Conclusions

The accumulation of projectile fluence beyond the static limit bears great importance with respect to many applications of ion surface interaction phenomena. This is particularly true for sputter depth profiling experiments, where the surface is eroded by ion bombardment while the momentary surface composition is probed by means of a suitable analytical technique. Via their extension to multiple impact events, MD simulations can provide invaluable microscopic insight into the early stages of topography evaluation, surface roughening, etc. which may limit the depth resolution achievable by such a technique. Moreover, these simulations allow the assessment of fundamental issues such as the depth of origin of sputtered material as well as bombardment induced particle relocation. However, it is apparent that the MD simulations will not be able to explore the entire fluence regime needed to describe a real depth profiling experiment. As a consequence, it is necessary to find ways to extrapolate the results and findings obtained from the microscopic simulations toward higher fluences by means of simple phenomenological models, using the MD data to determine the essential model parameters. The present paper outlines a strategy in this direction by introducing a statistical sputtering model (SSM) which takes into account the statistical nature of the sputter removal of particles from a solid surface. The combination of microscopic MD simulations on one hand and the SSM model on the other hand is unique because it makes it possible to extrapolate the predictions of the MD simulations toward the regime of high projectile fluence. Using the MD data to determine its input parameters, we show that the model is capable of describing essential features of the ion surface interaction process including sputter removal and ion induced mixing by means of simple statistical concepts. In particular, it is shown that the model can reproduce the early stages of the depth response function measured in mass spectrometric techniques like SIMS or SNMS as calculated by MD. Using input parameters that are completely determined from the MD data, we find that the statistical nature of the sputtering process must contribute significantly to the depth resolution observed in such experiments. In particular, it is shown that the minimum width of the delta layer response function achievable under 20-keV C$_{60}$ bombardment is limited to about 12 monolayers of the investigated sample. For the system studied here, this amounts to an optimum depth resolution of about 3 nm, while corresponding values on the order of 10 nm are predicted for molecular systems.
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